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Abstract— One of the most complicated tasks in text mining field is text classification. In this paper, we propose a new efficient hybrid of the decision 

tree algorithm (DT) and a genetic algorithm (GA) approach known as (GADT) for text classification. This approach focuses on increasing the 
performance of DT approach to categorize texts into one or more predefined classes according to their contents. There are several parameters of 
decision tree algorithm that have to be adapted in order to get optimal classifier. One of these parameters is the confidence factor that has a great effect 
on the classification accuracy. In our work, we propose to use genetic algorithm to find the optimal value of confidence factor of decision tree approach 
and this is an important step for improving decision tree algorithm performance for text classification. Thus, the optimal value of confidence factor helps 
to construct an optimal, accurate and small, decision tree for achieving high quality results. Our experimental results indicate that our proposed approach 
(GADT), in comparison to traditional DT algorithm alone (with default value of confidence factor) gives more achievable and efficient results in a number 
of cases of text datasets. 

 

Index Terms— Text Mining, Text Classification, Decision Tree, Confidence Factor, Genetic Algorithms, Hybrid Technique.   
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1 INTRODUCTION                                                                     

A huge amount of electronic data is available such as digital 
libraries, electronic books, electronic newspaper, electronic 
publications, emails, etc. Also, these electronic data are rapidly 
increasing which raises the level of challenge to manage that 
data. The main aim of text mining is to enable users to extract 
useful information from texts and deals with the tasks like 
summarization, classification and retrieval. One of the most 
important tasks of text mining is text classification (TC).  

 
Text classification (also known as text categorization) is the 
process of assigning the documents with pre-defined 
categories. The task of classifying millions of text document 
manually is an expensive and time-consuming task. Thus, 
automatic management of texts becomes an essential research 
issue of text mining. Many traditional supervised machine 
learning approaches have been developed to deal with 
automatic text classification [1] including decision tree (DT), 
random forest (RF), K-nearest neighbor (KNN), naive bayes 
(NB), support vector machine (SVM) and hybrid techniques. 
Hybrid techniques are both combination of two or more 
different classifiers. Researchers have proved that using 
hybrid techniques improves the performance of each 
individual technique and compensates for each other’s 
weakness [2]. The hybrid classification techniques handle the 
classification tasks by utilizing the strengths of the used 
classifiers. 

 
Among these classifiers, we use decision tree that has proved 
superiority experimentally when compared with other widely 
used text classifiers. In addition, decision tree is generally fast 

even with large datasets as text datasets. It also can create non-
linear decision  
 
Boundaries that fit large data very well. As the decision tree 
grows, it naturally tends to cause data overfitting. Pruning is a 
process by which the size of the decision tree is reduced 
through eliminating sections of the tree that provide little 
power to classify instances. 
 
Pruning decreases the complexity of the final classifier, and 
hence improves the classifier accuracy through the reduction 
of data overfitting. In our work we use another approach, 
genetic algorithm, to find the optimal value of the parameter 
of confidence factor which determines how aggressive the 
pruning process will be. This parameter avoids unnecessary 
complexity and helps in optimizing the classification accuracy. 
 
 Decision tree (DT) is one of the most well-established 
classifiers based on their transparency in describing rules that 
lead to a prediction [3]. Decision tree doesn’t need any domain 
knowledge for its construction, it is able to handle both 
numerical and categorical data. It also is robust as it can 
handle noise and high dimensional data as text data. Also, it is 
well known that the construction of DTs and the interpretation 
of the resulting model to classification rules is an easy work. 
This makes them extremely useful tools for many real-world 
problems for classification [4] such as text classification 
problems. One of the main drawbacks of decision tree 
classifiers is that they are sensitive to noisy data and that 
multiple output attributes are not allowed [5]. 
 
  There are many algorithms for building decision tree models 
such as CHAID [6], ID3 [7], CART [8], C4.5 [9] and C5.0 [10]. 
In our work, we use the java implementation of the C4.5 
algorithm which is the J-48 algorithm [11]. Tree building and 
tree pruning [11],[12] are the two steps of decision tree 
modeling. 
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  In the building step, the obtained tree may have a large 
number of branches which may cause overfitting. Therefore, 
the tree needs to be pruned for better classification accuracy of 
new data. 
 
  Genetic algorithm (GA) is an adaptive heuristic search 
algorithm premised on the evolutionary mechanism of natural 
selection [13]. GA is usually good for searching for near 
optimal value in complex and large landscapes. Also, GA is 
more useful in highly dimensional data such as text datasets. 
 
 The key advantage of our new hybrid technique is the high 
accuracy from a powerful supervised learning algorithm, 
decision tree. This work compares the performance of 
standard DT classifier (with default value of confidence factor) 
with that of our new hybrid technique GADT on a set of well-
known textual datasets. The experimental results are 
conducted on seven different text datasets that will be 
described below. 

 
 The rest of our paper is organized as follows. A brief 
presentation of related work to the use of hybrid techniques 
for text classification is introduced in Section 2. Section 3 
provides some fundamental concepts about genetic algorithm 
and decision tree that are the main components of our (GADT) 
technique. Our new hybrid technique (GADT) that improves 
the performance of decision tree algorithm is described in 
Section 4. In Section 5, we provide our experimental results 
and a comparison against standard decision tree algorithm. 
Finally, in Section 6 we summarized the main results followed 
by references. 

2 RELATED WORKS 

 In recent years, the field of text classification attracted a lot of 
interest and has been studied by many researchers. In this 
section, several hybrid algorithms for text classification are 
described. 
 
 In [14], a novel hybrid parallel architecture using different 
types of classifiers is combined and trained on different 
subspaces giving a significant performance improvement over 
single classifier working on full data space. The features are 
extracted dynamically by using   maximum significance 
values. The experiments are run on the Reuters and LSHTC 
corpora. Also, it shows that the improvement of accuracy and 
training time of the hybrid classifier is higher with the LSHTC 
corpus than with the Reuters corpus. 

 
 In [15], a hybrid neural classifier fully integrated with a novel 
boosting algorithm is used for text classification task in a non-
stationary environment. This hybrid technique is conducted 
on the modapte version of the Reuters news text corpus. 
Results show the improved performance of the hybrid neural 
classifier even with minimal number of neurons in 
constituting structures. Also results show that the 
performance of the classifiers did not just occur by chance, but 
based on learned information. 
 

 In [16], a combination of both classifiers, Nave Bayes and 
Maximum Entropy, is used for text classification task. Results, 
in this paper, show that this combination of these classifiers 
gives better performance than the individual ones. First, these 
classifiers are used separately on the dataset and then, 
combined the results of both the classifiers using combining 
operation like Mean, Max, and Average etc. in order to get 
more accurate results than any of the single classifier. Results 
show that the best accuracy is obtained by Max combining 
operator. 

 
 In [17], Nave Bayes and the modified versions of Maximum 
Entropy are combined using three merging operators for text 
classification. Nave Bayes is extremely simple and fast 
technique. The Maximum Entropy classifier gives a great deal 
of flexibility for parameter definitions and follows 
assumptions closer to real world scenario. The combination of 
these classifiers is done through operators like Mean, Max, 
and Average etc. that linearly combine the results of the two 
classifiers to predict a class of documents in query. Results 
show that this combination achieves more accuracy. 

3 BACKGROUND 

Our proposed technique GADT is based on DT and GA. In the 
following section, the necessary background on these two 
techniques are presented. 

3.1 DECISION TREE (DT) 

Decision tree classifiers are used to give a rapid and effective 
solution for classifying instances in high dimensional datasets 
with a large number of features such as text datasets [18]. 
Decision tree is a flowchart as the tree representation, in which 
each leaf node represents an attribute (feature) in an instance 
to be classified. Each branch represents a value of which the 
node can be assumed. As we mentioned above, we use J-48 
algorithm [19] that builds the decision tree from labeled 
training dataset using information gain. It examines the same 
that results from choosing an attribute for splitting the data. 
To make the decision, the attribute with highest normalized 
information gain is used.  
Then, the algorithm recurs on smaller subsets. The splitting 
procedure stops if all instances in a subset belong to the same 
class. Finally, the leaf node is created in a decision tree telling 
to choose that class. 

 
Pruning is removing non-predictive parts of the decision tree 
that cause overfitting in the training data. Pruning reduces the 
tree size to improve the accuracy and the comprehensibility of 
the resulting classifier. Ideally, pruning should only eliminate 
those parts of the tree that are due to noise, and never 
eliminate any structure that is truly predictive.  Pruning 
should never remove predictive parts of a classifier. The 
parameter known as confidence factor is used for pruning 
versus classification accuracy. Confidence factor is one of the 
most essential parameters of J-48 decision tree which decides 
when to stop the expanding of the tree. 
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3.2 GENETIC ALGORITHM (GA) 

The genetic algorithm is a major metaheuristic approach that 
simulates the phenomena of natural evolution. 
Comprehensive details about GA can be found in [13]. An 
iterative stochastic process is followed such that high-quality 
or exact solutions are found by depending on bio-inspired 
operators such as mutation, crossover and selection. Each 
solution in the population is encoded and associated to a score 
with regard to fitness function. In each generation, two 
parents are selected based on their corresponding fitness 
value. These chromosomes are used by crossover and 
mutation operations to produce two offspring for the new 
generation. After several generations, the optimal solutions 
that have better fitness are selected. The algorithm of standard 
GA approach is as following: 

 
1) Choose an initial population of chromosomes; 
2) Evaluate the initial population; 
3) While termination condition not satisfied do 

Select the current population from the previous one; 
If crossover condition satisfied, perform crossover; 
If mutation condition satisfied, perform mutation; 
Evaluate fitness of offspring; 

End while 
 

The goal of setting optimal parameter (confidence factor) 
value in DT classifier is to achieve the highest classification 
accuracy. In our work, we use GA that meets the need of our 
parameter optimization. 

4 OUR PROPOSED METHOD 

In this section, we propose our new hybrid algorithm GADT 
to improve the text classification accuracy. The processes of 
GADT is presented in Fig. 1.  
Pruning has a great effect in improving the efficiency of the 
decision tree. In our algorithm, we employ GA to find the 
optimal value of a parameter named confidence factor that 
control the pruning of our decision tree.  
The idea of our proposed algorithm GADT is that we firstly 
use J-48 to generate the text classification rules and then 
according to accuracy we build the fitness function of GA to 
find the optimal value of confidence factor. The larger the 
value of the fitness is, the more the optimal value of 
confidence factor will be.  
The detailed explanation for each phase of our hybrid 
algorithm GADT is described in the following subsections: 

 
                
 

FIG.1 PROCESSES OF GADT ALGORITHM 

4.1 TEXT PREPROCESSING FOR CLASSIFICATION 

After collecting texts as raw data, the preprocessing phase is 
applied in order to present the collected texts into clear word 
format where the classifiers can be used. The presentation of 
raw texts into sequence of words is known as Tokenization is 
used to present raw texts into sequence of tokens. Then, the 
stop words (a, an, is, are and etc.) are removed. After 
removing the stop words, stemming is applied where the 
words are returned to their root such as the words ̋connecting, 
connects, connected, connection ̋ which have the same stem ̋ 
connect ̋. In our work, we use one of the most known 
stemming algorithms, Porters algorithm [20. This algorithm 
removes the commoner morphological and in flexional affixes 
from words. After these steps, the texts are represented as ̋ Bag 
of Words (BOW) ̋ and now texts are ready for ̋ indexing ̋ or ̋ 
term weighting ̋. In indexing step, the bag of words that is 
extracted from the raw documents is converted to a feature 
vectors where each feature is a word (term) and the feature’s 
value is a term weight. One of the most popular used 
approaches for indexing is, that we use in our work, TFi . IDFi 
(term frequency - inverse document frequency) scheme [21]. 
We use this scheme to evaluate the importance of each word 
(weight) in the document (Wi). Accordingly, let tfi (term 
frequency) be the number of occurrences of ti in the document 
and dfi (document frequency) be the number of the document 
in which the ti term is seen at least once. The idfi (inverse term 
frequency) is calculated by the following equation: 

 

𝐼𝐷𝐹 =  (
|𝐷|

𝑑𝑓𝑖

)                          (1) 

 
Where D is the number of all documents in the training sets 
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and the weight of each word in the d document is given by: 
 

𝑊𝑖 =  𝑡𝑓𝑖  . 𝑖𝑑𝑓𝑖                                                      (2) 
 
After preprocessing phase, the original textual data are 
represented as a feature vector where the most significant 
features used to differentiate text classification are identified. 
This representation reduces the complexity of the documents 
and make them easier to handle by the classifier. 

4.1 FINDING OPTIMAL VALUE OF CONFIDENCE FACTOR 

USING GA 

When we use GA for finding optimal value of confidence 
factor our problem must first be adapted to the genetic 
algorithm where the basic components of GA such as 
chromosome and population should be determined. In order 
to use GA, one must define the various steps of GA s follow: 

 
 Problem Encoding and Initial Population:  In our work, 

real value representation is used here for encoding the 
chromosomes. Each chromosome is a vector of decimal 
number between 0 and 1. The initial population was 
generated randomly (random values of confidence factor). 

 Genetic Operators: In order to guide the genetic algorithm 
towards the optimal value of confidence factor, we adapt 
two major operations that we use in GA technique. These 
operations are selection and crossover. 

 
                         Selection is the process of choosing individuals 
in the current generation for crossover operator to obtain the 
offspring in the next generation. In our implementation, we 
use one of the most popular selection methods for select 
offspring for crossover which is the Roulette Wheel selection 
scheme. 
The crossover operation of genetic is used to adjust the fitness 
function, so the fitness value will reach to the maximum value, 
and the value of confidence factor will be optimization. 
In the crossover phase, two individuals are selected for mated 
to create offspring. In our implementation, the blend crossover 
scheme (BLX-α) is used. BLX-α is one of the most popular 
crossover schemes that used with real representation. It shows 
good search ability and perform better for this problem 
domain [22],[23]. In general, the better performance of BLX-α 
is due to its implementation that allows for generating 
offspring in the neighborhood outside the two parent 
solutions as well rather than taking only the interpolated 
values between two points. This is helpful when there exist 
several solutions to the problem.  
The algorithm of BLX-α [24] is as follows: 
1) Select two parents X1 and X2 from the initial population. 
2) Create two offspring Xt+1 and Y t+1 as follows:  

For i=1 to n do 
𝑑𝑖 =  |𝑋𝑖

𝑡 −  𝑌𝑖
𝑡| 

       Choose a uniform random real number 
   𝑢 ∈ < min(𝑥𝑖

𝑡 , 𝑦𝑖
𝑡)  −  𝛼𝑑𝑖 , max(𝑥𝑖

𝑡 , 𝑦𝑖
𝑡) + 𝛼𝑑𝑖 >  𝑥𝑖

𝑡+1 = 𝑢               
   Choose a uniform random real number 

𝑢 ∈ < min(𝑥𝑖
𝑡, 𝑦𝑖

𝑡)  −  𝛼𝑑𝑖 , max(𝑥𝑖
𝑡 , 𝑦𝑖

𝑡) + 𝛼𝑑𝑖 > 𝑦𝑖
𝑡+1 = 𝑢 

        End do     // Where α = {0.2,0.5}. 

 
 Fitness Function: The fitness function is used to evaluate 

the quality of different values of the confidence factor 
represented by the individuals. In order to evaluate the 
optimal value of the confidence factor of J-48 decision tree 
classifier, the fitness of each new value is computed. The 
fitness function takes the value of confidence factor as an 
input and produces as output the accuracy of J-48 decision 
tree classifier. Every individual of higher value of fitness 
function has more chance to appropriate as a problem 
solution. 

4.3 EVALUATION METHOD OF GADT 

Several measurements are used to evaluate the performance of 
our hybrid technique GADT for text classification which are f-
measure, recall, precision and accuracy. These popular 
measurements are mostly used to evaluate the efficiency of the 
classifier for text classification. There are four cases as a result 
of a classifier for text classification which are: 

 
TP (True Positive): the number of documents that are 
correctly classified to that class. 
FP (False Positive): the number of documents that are not 
correctly classified to that class. 
TN (True Negative): the number of documents that are 
correctly classified to the other class. 
FN (False Negative): the number of documents that are not 
correctly classified to the other class. 
 
The f-measure, recall and precision measurements are the 
most popular measurements which are used to evaluate the 
accuracy of the result of a classifier for text classification. 
Precision is the proportion of correctly proposed documents to 
the proposed document and it is given in equation 3. Recall is 
the proportion of the correctly proposed documents to the test 
data that have to be proposed and it is given in equation 4. F-
measure is the combination of both precision and recall used 
in information retrieval and it is given in equation 5. 
 
   

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                                                   (3) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                                       (4) 

 

𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
                      (5) 

5 EXPERIMENTAL RESULTS AND DISCUSSION 

In the experimental work, efficiency of our new hybrid 
technique GADT is thoroughly investigated and compared to 
standard J-48 decision tree approach in the literature. 

5.1 TEXT DATASETS 

We evaluate the performance of our new hybrid technique 
GADT for text classification on seven UCI text datasets 
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collection [25] which are described in Table 1. Each text 
dataset is roughly equivalent to a two-dimensional 
spreadsheet. 

 
TABLE 1 MAIN CHARACTERISTICS OF THE TEXT DATASETS IN OUR 

EXPERIMENTS 

 
 

Experiments are run using a machine Intel Core i7 with 16 GB 
of RAM, 1.8 GHz CPU, and Windows 10 operation system. 
Preprocessing, using GA and classification processes are 
implemented by C sharp software. The code for the basic 
versions of the J-48 decision tree classifiers is adopted from 
Weka3, which is open source data mining software [26]. Weka 
is a collection of machine learning algorithms for different 
data mining tasks. The classifiers in Weka3 can be either 
applied directly to a dataset or called from our own coding. 
In our approach GADT, GA has population of 50 individuals 
evolving during 20 generations. For crossover, we use BLX-α 
crossover where α parameter equal 0.36 for all our text 
datasets. The presented experimental results are the best of 10 
runs. The output chromosomes of values of confidence factor 
are sorted ascendingly according to their fitness. 

5.2 RESULTS 

We have extensively evaluated the performance of both J-48 
decision tree and GADT across seven different text datasets. 
Initially J-48 decision tree classifier is applied with the default 
value of confidence factor on our text datasets. We use 10-fold 
cross-validation in evaluating the performance of the 
algorithms. The experimental results of using J-48 decision 
tree (with default value of confidence factor which is 0.25) on 
our seven text datasets are summarized in Table 2. As shown 
in Table 2, Classic 03 corpus gives the highest accuracy with J-
48 classifier.  
 

TABLE 2 THE PERFORMANCE ANALYSIS OF J-48 DECISION TREE 

CLASSIFIER WITH DEFAULT VALUE OF CONFIDENCE FACTOR ON OUR 

SEVEN CORPUSES. 

 
Text dataset Value of 

confidence 
factor 

Precision 
(%) 

Recall 
(%) 

F-measure 
(%) 

Accuracy 
(%) 

Classic 03 0.25 95.0 95.5 95.3 94.7258 

CNAE-9 0.25 90.4 88.8 89.1 88.7963 

DBWorld  0.25 81.6 75.0 74.3 75 

Oh0 0.25 82.1 80.5 80.8 80.4586 

Oh5 0.25 83.4 82.2 82.6 82.244 

Oh10 0.25 72.3 71.1 71.3 71.1429 

Oh15 0.25 76.1 74.8 75.3 74.8083 

 

TABLE 3 THE PERFORMANCE ANALYSIS OF J-48 DECISION TREE 

CLASSIFIER WITH OPTIMAL VALUE OF CONFIDENCE FACTOR ON OUR 

SEVEN TEXT DATASETS 

Text dataset Value of 
confidence 

factor 

Precision 
(%) 

Recall 
(%) 

F-measure 
(%) 

Accuracy 
(%) 

Classic 03 0.44 95.7 95.5 95.6 94.9869 

CNAE-9 0.391 90.4 88.9 89.2 88.8889 

DBWorld 0.516 81.6 79.7 79.7 79.6875 

Oh0 0.221 82.3 80.6 80.9 80.5583 

Oh5 0.107 83.9 82.5 82.8 82.4619 

Oh10 0.033 74.0 73.0 73.1 72.9524 

Oh15 0.06 76.3 74.9 75.4 74.9179 

 
Furthermore, GADT is applied across our seven text datasets 
and the results of using GADT across the text datasets are 
reported in Table 3. Generally, Table 3 shows that using our 
hybrid technique GADT largely affected the overall 
performance of our different text datasets positively. The 
comparison of the classification accuracy of GADT and J-48 
decision tree classifiers is shown graphically in Fig. 2. The 
figure shows that the accuracy of all text datasets we use is 
improved with GADT classifier.  

 
FIG. 2 COMPARISON GRAPH FOR ACCURACY OF OUR HYBRID         

APPROACH GADT AND STANDARD J-48 DECISION TREE 

If Table 2 is compared with Table 3, we can see that among all 
datasets the highest accuracy is given with Classic 03 text 
dataset. Furthermore, it is seen that using Classic 03 text 
dataset with optimal value of confidence factor (0.44) instead 
of the default value (0.25) positively contributed to the J-48 
classifier performances in an affirmative manner. Totally after 
analyzing Tables 2 and 3, it is seen that using optimal value of 
confidence factor instead of using default value, with all text 
datasets, affects performances in positive manner. 

International Journal of Scientific & Engineering Research Volume 10, Issue 3, March-2019 
ISSN 2229-5518  

924

IJSER © 2019 
http://www.ijser.org 

IJSER



 

  

6 CONCLUSIONS 

In this work, a hybrid text classification method, that we 
termed as GADT based on combination of decision tree and 
genetic algorithm, is introduced. In GADT, we use genetic 
algorithm to find optimal value of a parameter namely 
confidence factor. Confidence factor not only reduces the tree 
size but also helps in filtering out statistically irrelevant nodes 
that would otherwise lead to classification errors. Finding 
optimal value of confidence factor parameter of decision tree 
classifier improves its performance and generate the best 
classifier to classify a new text data. 
In this paper, we have compared the performance of GADT 

approach with the performance of standard J-48 decision tree 

classifier alone. Our experiments are conducted on seven UCI 

text datasets. Results show the performance improvement of 

GADT approach and its ability to handle highly dimensional 

data as texts. 

As a future work, GADT can be applied to different 

applications related to text classification Furthermore, various 

evolutionary computing and decision tree algorithm can be 

combined in order to evaluate the proposed approach with 

different methodologies and find more accurate solutions for 

text classification.  
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